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Digitalisation impacts on energy

Kaack et al. (2022). 
"Aligning artificial 
intelligence with 
climate change 
mitigation." Nature 
Climate Change. 
doi.org/10.1038/s4
1558-022-01377-7

direct impacts
1.5-3% global CO2

indirect impacts
>>3% global CO2
digitalisation = GPT!
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digitalisation policy for HwL 
= “the usual suspects”

i.e., sectoral energy & 
climate policies 

+ emphasis on limiting 
rebound
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COORDINATION 
& 

GOVERNANCE

Governance of digitalisation:
cross-cutting theme in HwL

https://pure.iiasa.ac.at/id/eprint/19036/1/WP-23-009.pdf

https://pure.iiasa.ac.at/id/eprint/19036/1/WP-23-009.pdf
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(1) Build shared expectations about direction
 - digital networks for self-reinforcing peer effects
 - empower end users & distribute agency

(2) Orient incentives towards public purpose
 - tackle digital exclusion
 - monitor & limit rebound (e.g., collect usage data)

(3) Coordinate access & use of shared infrastructure
 - open data commons
 - limits on monopolistic behaviour
 
(4) Experiment with policy
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EU Digital 
Services Act

EU Digital 
Markets Act

Digitalisation policy: user protection, market
power, access = consistent with HwL but limited

https://pure.iiasa.ac.at/id/eprint/19036/1/WP-23-009.pdf
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perspective. However, the Commission found that the notion of an AI system should be more 
clearly defined, given that the determination of what an 'AI system' constitutes is crucial for the 
allocation of legal responsibilities under the new AI framework. The Commission therefore proposes 
to establish a legal definition of 'AI system' in EU law, which is largely based on a definition already 
used by the OECD.15 Article 3(1) of the draft act states that 'artificial intelligence system' means:  

...software that is developed with [specific] techniques and approaches [listed in Annex 1] and can, 
for a given set of human-defined objectives, generate outputs such as content, predictions, 
recommendations, or decisions influencing the environments they interact with.16  

Annex 1 of the proposal lays out a list of techniques and approaches that are used today to 
develop AI. Accordingly, the notion of 'AI system' would refer to a range of software-based 
technologies that encompasses 'machine learning', 'logic and knowledge-based' systems, and 
'statistical' approaches. This broad definition covers AI systems that can be used on a stand-alone 
basis or as a component of a product. Furthermore, the proposed legislation aims to be future-proof 
and cover current and future AI technological developments. To that end, the Commission would 
complement the Annex 1 list with new approaches and techniques used to develop AI systems as 
they emerge – through the adoption of delegated acts (Article 4).  

Furthermore, Article 3 provides a long list of definitions including that of 'provider' and 'user' of AI 
systems (covering both public and private entities), as well as 'importer' and 'distributor', 'emotion 
recognition', and 'biometric categorisation'.  

Risk-based approach 
Pyramid of risks  

 
Data source: European Commission. 

The use of AI, with its specific characteristics (e.g. opacity, complexity, dependency on data, 
autonomous behaviour), can adversely affect a number of fundamental rights and users' safety. To 
address those concerns, the draft AI act follows a risk-based approach whereby legal intervention 
is tailored to concrete level of risk. To that end, the draft AI act distinguishes between AI systems 
posing (i) unacceptable risk, (ii) high risk, (iii) limited risk, and (iv) low or minimal risk. AI 
applications would be regulated only as strictly necessary to address specific levels of risk.17  

Unacceptable risk: Prohibited AI practices  
Title II (Article 5) of the proposed AI act explicitly bans harmful AI practices that are considered to 
be a clear threat to people's safety, livelihoods and rights, because of the 'unacceptable risk' they 
create. Accordingly, it would be prohibited to place on the market, put into services or use in the EU:  

 AI systems that deploy harmful manipulative 'subliminal techniques'; 
 AI systems that exploit specific vulnerable groups (physical or mental disability); 
 AI systems used by public authorities, or on their behalf, for social scoring purposes; 
 'Real-time' remote biometric identification systems in publicly accessible spaces for 

law enforcement purposes, except in a limited number of cases.18 

AI Act: avoid undesirable outcomes …

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

“Certain AI systems create risks that we must address to avoid undesirable outcomes.”

Governance solution?
… an IPCC for AI



GPT instance

software engineers,
tech companies

tech companies,
car manufacturers, 
mobility providers

municipal governments,
transport planners & authorities,
regulators (roads, environment)

AI Act & digitalisation policy ‘usual’ energy & climate policy

what policy mitigates the undesirable outcome of increasing energy use?
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application application context

AI Act: avoid undesirable outcomes …
including on societal & environmental wellbeing
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application application context

AI Act: avoid undesirable outcomes …
including on societal & environmental wellbeing

- small n of influential companies
- sensitive to social license to operate
- ambitious net-zero plans

e.g. usage-based
emissions reporting


